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Abstract

The mathematical formulation of the steady-state temperature field in multi-dimensional and multi-layer bodies is

presented. The numerical examples are for two-layer bodies and they include boundary conditions of the first, second,

and third kind. This study includes tables to assist the selection of eigenfunctions and computation of the eigenvalues.

The computations include the contribution of contact resistance to the temperature solution. An efficient computational

scheme for calculating the eigenvalues is used. For multi-dimensional, multi-layer bodies, the eigenfunctions are real if

each layer is homogeneous; they may become imaginary if layers are orthotropic.

� 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Cooling problems related to device protection have

emerged in many electronic devices. Often, analytical

heat conduction solutions provide important insight and

tools for designing such devices when composed of

some basic elements, such as composite parallelepipeds.

Moreover, exact solutions to these problems are im-

portant tools in the emerging field of verification of

numerically based solutions [1,2]. For these and other

related problems, the analytical solution of temperature

fields in three-dimensional composite layers is impor-

tant. Analytical solutions can provide accurate and ra-

pid insight into the behavior of temperature and heat

flux distributions that could be difficult to realize from

the numerical solutions. In addition, a steady-state so-

lution is a useful tool to aid in the study of the structural

integrity of layered devices in electronic applications.

Spreading and constriction resistances play a major

role in the cooling of electronic packages. Ignoring these

phenomena can be detrimental in the design of systems

because hot spots may be present due to constriction or

spreading of heat flow. For example, modeling as a

uniform power at the base of a heat sink, when in reality

the power due to the device is on a small portion of the

base surface, will result in an erroneous estimation of the

junction temperature. The power distribution in many of

the chips in today�s technologies is far from uniform

since hot spots are commonly present. In many devices,

over half of the power could be located in less than one

third of the device area. These hot spots not only result

in the junction temperature exceeding the design speci-

fication but also significantly decrease the reliability

associated with thermal stresses. Interface resistance

constitutes a major portion of the ‘‘thermal budget’’. It

is estimated that the DT portion of the overall resistance
of a first level package can be as high as 30%.

Closed form solutions to estimate spreading and or

constriction resistances have been very important in the

design of devices. The most widely used analytical solu-

tion for these problems is by Kennedy [3] who derived the

axisymmetric temperature distribution for a cylinder with

a small circular surface area heated on one end and an

isothermal condition on the other end, which is the heat

sink side. Since then, a number of authors have expanded
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that study to include a heat transfer coefficient boundary

condition on the heat sink side [4]. In addition, investi-

gators have also studied the effect of multi-layered solids

with application to printed wiring board (pwb) and the

resulting heat transfer phenomena [5]. That study [5]

considers a multi-layered orthotropic body with a rect-

angular cross-section, which mimics pwb�s much better
than cylindrical geometry. Boundary conditions of the

first and second kind on the heated side, and a boundary

condition of the third kind on the heat sink side are

considered. The power distribution is very general and

can include many heat flux patches thus representing

distinct heated devices depicting chips or first level

packages on the pwb. The effect of contact resistance

between the solids is also included. The boundary con-

dition on the sides can be that of the first and second kind,

that is, temperature or heat flux. This general solution

considerably enhances an engineer�s ability to accurately
compute the temperature distribution in a variety of

electronic cooling applications. Although the emphasis of

this study is on verification, the fast computation time is

significant for practicing engineers, since lead time for

designing products is always getting shorter.

This study complements recent work on transient

conduction in multi-dimensional layered materials by

Haji-Sheikh and Beck [6]. Earlier, one-dimensional

orthogonal solutions in a composite medium were pre-

sented by Tittle [7] who described a generalized Sturm-

Liouville procedure for composite and anisotropic do-

mains in transient heat conduction problems. Various

mathematical details are in [8,9]. For the purpose of

parameter estimation, Dowding et al. [10] presented an

experimental and numerical study of a two-dimensional,

two-layer solution with prescribed heat flux over all

surfaces. Aviles-Ramos et al. [11] use the data in [10] and

report that it is necessary to retain all eigenvalues, real

or imaginary, to satisfy the completeness criterion of the

solution in a transient problem; details are in Ref. [6].

Computation of temperature in multi-dimensional,

multi-layer bodies exhibits a few features that are not

commonly observed when computing the temperature in

homogeneous bodies. As stated in [6], the eigenvalues

may become imaginary and, therefore, the correspond-

ing eigenfunctions will have imaginary arguments. Also,

care [6] must be exercised when computing the eigen-

values since the spacing between successive eigenvalues

changes between zero and a maximum value. This work

includes a procedure to target a band within which only

one eigenvalue will be located as reported in [12] and a

hybrid root finding scheme [12] is then used to rapidly

compute the numerical value of that specific eigenvalue

with a desired accuracy. It is possible to efficiently

accommodate the contribution of the imaginary eigen-

values hence eliminating occurrence of numerical insta-

bilities as the number of terms in a series solution

becomes large.

Nomenclature

a, b, c, d dimensions in Fig. 1, cm

A, B constants, in Region 1

Amn Fourier coefficients

Bi1 h1b=k1y in Region 1
Bi2 h2ðc� bÞ=k2y in Region 2
Bib 1=Rb
C, D constants, in Region 2

F a specified function

gi volumetric heat source in region i, W/cm3

i, j indices

kix thermal conductivity in Region i along x,
W/cmK

kiy thermal conductivity in Region i along y,
W/cmK

kiz thermal conductivity in Region i, along z,
W/cmK

m, n, p indices

Nx;m norms for x-direction
Ny;mnp norms for y-direction
Nz;n norms for z-direction
q heat flux, W/cm2

qx x-component of heat flux vector, W/cm2

qy y-component of heat flux vector, W/cm2

qz z-component of heat flux vector, W/cm2

ri ðkix=kiyÞ1=2
R contact resistance, cm2 K/W

Rb Rk1y=b
Rc Rk2y=ðc� bÞ
si

ffiffiffiffiffiffiffiffiffiffiffiffi
kiz=kiy

p
Ti temperature in Regions i, K
T1 ambient temperature, K

x, y, z coordinates, cm

X eigenfunction in x-direction
Y eigenfunction in y-direction
Z eigenfunction in z-direction

Greek symbols

bm eigenvalue for x-direction, cm�1

cmnp eigenvalue for y-direction in Region 1, cm�1

gmnp eigenvalue for y-direction in Region 2, cm�1

mn eigenvalue for z-direction, cm�1

U a function in Example 1

h temperature function

W eigenfunction, see Eq. (A.2)
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Steady-state solutions complement transient solu-

tions. However, in some cases transient solutions can

enhance the accuracy and efficiency of steady-state so-

lutions [2,13,14]. This topic is beyond the scope of the

present paper.

The basic geometry considered in this paper is for

two layers of different materials one above the other in

the y-direction as shown in Fig. 1. The first material is in
Region 1 which has a thickness in the y-direction of b,
length in the x-direction of a, and in the z-direction of d.
The second material is in Region 2 and has a thickness

of c–b in the y-direction. Both materials can be ortho-
tropic; that is, the thermal conductivities in the x-, y- and
z-directions can be different in a given region. Further-
more, a thermal contact resistance is at the interface

between the two materials. Perfect thermal contact is

treated by letting the contact resistance be zero.

It is generally acceptable to use superposition of the

temperature solution to solve the problem in two simpler

parts: In the present problem, the first part considers

nonhomogeneous boundary conditions at y ¼ 0 and/or
y ¼ c while all other boundary conditions are homoge-
neous. In the second part, the boundary conditions at

y ¼ 0 and/or y ¼ c are homogeneous while other

boundary conditions could be nonhomogeneous. Ac-

cordingly, the mathematical formulations presented here

also consist of two parts. The solution having nonho-

mogeneous boundary conditions along y ¼ 0 and/or
y ¼ c surfaces follows a standard solution technique; a
brief presentation is provided for the sake of complete-

ness. The emphasis of this work is directed toward the

case when one or more nonhomogeneous boundary

conditions exist along the surfaces x ¼ 0 and a, and
z ¼ 0 and d.

2. Temperature solutions

The diffusion equation for orthotropic Regions 1 and

2 takes the following forms

k1x
o2T1
ox2

þ k1y
o2T1
oy2

þ k1z
o2T1
oz2

¼ 0 in Region 1 ð1aÞ

k2x
o2T2
ox2

þ k2y
o2T2
oy2

þ k2z
o2T2
oz2

¼ 0 in Region 2 ð1bÞ

The boundary conditions for specific cases are consid-

ered later. Using the method of separation of variables,

one can set

T1ðx; y; z; tÞ ¼ X1ðxÞY1ðyÞZ1ðzÞ in Region 1 ð2aÞ

and

T2ðx; y; z; tÞ ¼ X2ðxÞY2ðyÞZ2ðzÞ in Region 2 ð2bÞ

In order to separate variables, the compatibility condi-

tion at y ¼ b requires that X1 ¼ X2 and Y1 ¼ Y2. Fol-
lowing substitution of T1 from Eq. (2a) in Eq. (1a) and

T2 from Eq. (2b) in Eq. (1b), the result is

k1x
X 00
1

X1
þ k1y

Y 00
1

Y1
þ k1z

Z 00
1

Z1
¼ 0 in Region 1 ð3aÞ

k2x
X 00
2

X2
þ k2y

Y 00
2

Y2
þ k2z

Z 00
2

Z2
¼ 0 in Region 2 ð3bÞ

As stated earlier, the solutions for these equations when

a nonhomogeneous boundary condition is located over

y ¼ 0 or y ¼ c surface is markedly different from a so-

lution that uses a nonhomogeneous boundary condition

over any other surface. Accordingly, there are two basic

solutions; each is discussed separately.

2.1. Nonhomogeneous condition over y ¼ c surface

Solutions of this type have broad applications when

designing heat spreaders for electronic devices. Typi-

cally, it is possible to have a discontinuous heat flux

function at, e.g., y ¼ c surface simulating heat flux
leaving different devices. A convective boundary condi-

tion over the y ¼ 0 surface hints toward the existence of
a cooling fluid or a heat sink system. Boundary condi-

tions of the first or second kinds are possible on the

x ¼ 0; a and z ¼ 0; d surfaces but not the third kind
(Boundary conditions of the first kind denote prescribed

temperatures, second kind denote prescribed heat flux

and the third kind prescribed ambient temperatures in a

convection condition.).

In this derivation, X1, X2, Z1, and Z2 in Eqs. (2a) and
(2b) should satisfy the conditions:

X 00
1 =X1 ¼ X 00

2 =X2 ¼ �b2 ð4aÞ

Z 00
1=Z1 ¼ Z 00

2=Z2 ¼ �m2 ð4bÞ

whose solutions are

X1 ¼ X2 ¼ E cosðbxÞ þ F sinðbxÞ ð4cÞ

Z1 ¼ Z2 ¼ G cosðmzÞ þ H sinðmzÞ ð4dÞ

where b and m are eigenvalues depending on the specific
type of homogeneous boundary conditions. Differential

Fig. 1. Schematic of a two-layer body selected for this study.
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equations for Y1 and Y2 can be obtained following sub-
stitution for T1 and T2 in the appropriate forms of the
diffusion equation,

�k1xb2 þ k1yY 00
1 =Y1 � k1zm2 ¼ 0

�k2xb2 þ k2yY 00
2 =Y2 � k2zm2 ¼ 0

�
ð5Þ

that yields

Y 00
1

Y1
¼ k1x
k1y

b2 þ k1z
k1y

m2 ¼ c2

Y 00
2

Y2
¼ k2x
k2y

b2 þ k2z
k2y

m2 ¼ g2

8>><
>>: ð6Þ

As a shorthand notation, one can set ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
kix=kiy

p
, and

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
kiz=kiy

p
for i ¼ 1 or 2.

The values of c and g are obtainable by the relations

c2 ¼ r21b
2 þ s21m

2 ð7aÞ

g2 ¼ r22b
2 þ s22m

2 ð7bÞ

The solutions for Y1 and Y2 functions are

Y1 ¼ A coshðcyÞ þ B sinhðcyÞ
Y2 ¼ C coshðgyÞ þ D sinhðgyÞ

�
ð8Þ

An alternative form of Y2 is

Y2 ¼ C cosh½gðy � b	 þ D sinh½gðy � b	 ð8aÞ

The boundary condition of the first kind at y ¼ 0 makes
A ¼ 0 while the boundary condition of the second kind
at y ¼ 0 makes B ¼ 0. The boundary condition of the
third kind leads to a relation between A and b. Table 1
contains the values of A and b wherein a nonzero con-
stant is set equal to unity. The compatibility conditions

at the interface, y ¼ b, are

�k1yoT1=oyjy¼b ¼ ðT1 � T2Þjy¼b=R ð9aÞ

k1yoT1=oyjy¼b ¼ k2yoT2=oyjy¼b ð9bÞ

The coefficients C and D for the boundary conditions of
the first, second, and third kinds at y ¼ 0 are given in
Table 1. The notation J in the first column of this table
implies that there is a nonhomogeneous boundary con-

dition of the J th kind at y ¼ c.
Based on Eqs. (4a) and (4b), X ¼ X1 ¼ X2 and

Z ¼ Z1 ¼ Z2. The eigenfunctions x and z depend on the

homogeneous boundary conditions over the respective

surfaces to produce the eigenvalues bm and mn. These
solutions are designated as XmðbmxÞ and ZnðmnzÞ. Since in
Eqs. (7a) and (7b) c and g also depend on both bm and
mn, they are identified as cmn and mmn. Once Xm, Y1;mn, Y2;mn,
and Zn are in hand, the temperature solutions take the
following forms

T1ðx; y; zÞ ¼
X1
m¼1

X1
n¼1

AmnXmðbmxÞZnðmnzÞY1;mnðcmnyÞ ð10aÞ

T2ðx; y; zÞ ¼
X1
m¼1

X1
n¼1

AmnXmðbmxÞZnðmnzÞY2;mnðgmnyÞ

ð10bÞ

It is to be emphasized that the functions XmðbmxÞ and
ZnðmnzÞ are solutions of Eqs. (4a) and (4b) for boundary
conditions of first and second kind. Therefore, they have

the form of sine and cosine. Consider now the case for a

continuous or sectionally continuous heat flux qðx; c;
zÞ ¼ �k2ðyÞoT2=oy over the z ¼ c surface,

qðx; c; zÞ ¼ q0ðx; zÞ

¼ �k2y
X1
m¼1

X1
n¼1

AmnXmðbmxÞZnðmnzÞgmnY 0
2;mnðgmncÞ

ð11Þ

The orthogonality conditions in the x- and z-directions
suggest

Amn ¼
1

k2yNx;mNz;n

�1
gmnY

0
2;mnðcÞ

�
Z d

z¼0

Z a

x¼0
q0ðx0; z0ÞXmðbmx0ÞZnðmnz0Þdx0 dz0 ð12Þ

where

Nx;m ¼
Z a

0

½XmðbmxÞ	
2
dx ð13Þ

Nz;n ¼
Z d

0

½ZnðmnzÞ	2 dz ð14Þ

The temperature solutions having boundary condition

of the second kind at y ¼ c are

Table 1

Solution coefficients for steady-state heat conduction in two layers when Y1 ¼ A coshðcyÞ þ B sinhðcyÞ and Y2 ¼ C cosh½gðy � bÞ	 þ
D sinh½gðy � bÞ	
Case [9] A B C D

Y 1J a 0 1 sinhðcbÞ þ k1yRc coshðcbÞ þ ðc=gÞðk1y=k2yÞ coshðcbÞ
Y 2J 1 0 coshðcbÞ þ k1yRc sinhðcbÞ ðc=gÞðk1y=k2yÞ sinhðcbÞ
Y 3J 1 h1=k1yc coshðcbÞ þ h1=ðk1ycÞ sinhðcbÞ

þ k1yRc½ðh1=k1ycÞ coshðcbÞþ sinhðcbÞ	
ðk1y=k2yÞðc=gÞ½ðh1=k1ycÞ coshðcbÞ
þ sinhðcbÞ	

a J stands for a boundary condition of the first, second, or third kind at y ¼ c.
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T1ðx; y; zÞ ¼ �
X1
m¼1

X1
n¼1

XmðbmxÞZnðmnzÞ
k2yNx;mNz;n

� Y1;mnðcmnyÞ
gmnY

0
2;mnðgmncÞ

�
Z d

z¼0

Z a

x¼0
q0ðx0; z0ÞXmðbmx0ÞZnðmnz0Þdx0 dz0

ð15aÞ

T2ðx; y; zÞ ¼ �
X1
m¼1

X1
n¼1

XmðbmxÞZnðmnzÞ
k2yNx;mNz;n

� Y2;mnðgmnyÞ
gmnY

0
2;mnðgmncÞ

�
Z d

z¼0

Z a

x¼0
q0ðx0; z0ÞXmðbmx0ÞZnðmnz0Þdx0 dz0

ð15bÞ

Based on the classical approach [9, Appendix X],

XmðbmxÞ ¼ sinðbmxÞ for a boundary condition of the first
kind at x ¼ 0. Similarly, XmðbmxÞ ¼ cosðbmxÞ for a

boundary condition of the second kind at x ¼ 0. In a
similar line of reasoning, ZnðmnzÞ ¼ sinðmmzÞ or ZnðmnzÞ ¼
cosðmmzÞ for the boundary conditions of the first kind or
the second kind at z ¼ 0, respectively. Moreover, bm
depends on the type of boundary conditions at x ¼ a, and
mn depends on the type of boundary conditions at z ¼ d.
Consideration is given to a two-layer body each

isotropic with perfect contact, as shown in Fig. 1, having

k2=k1 ¼ 1=3, d=a ¼ 1; c=a ¼ 1=2, and b=a ¼ 1=4. The
surface at y ¼ 0 is exposed to a convective boundary
condition with ha=k1 ¼ 1=4 and there is a prescribed
heat flux q0 over the y ¼ c surface extending from x ¼ 0
to x ¼ a1 and from z ¼ 0 to z ¼ d1 while all other
surfaces are insulated. Eq. (15b) produced the follow-

ing results for different heated regions a1=a ¼ d1=d ¼
0:1, 0.25, 0.5, and 1.0 the computed dimensionless hot
spot temperatures are k1ðT � T1Þ=ðaq0Þ ¼ 0:3399081,
0.8738421, 1.9183105, and 5, respectively. Using this

approach, a relatively large number of terms were used

to acquire these data. For a higher accuracy with a

smaller number of terms, alternative methods [2,9,14]

are available; e.g., time partitioning [9] can provide a

higher accuracy with a fewer terms.

2.2. Nonhomogeneous condition over x ¼ a surface

Solutions to problems with the specified nonhomo-

geneous boundary conditions at x ¼ a require special
attention. Computation of the eigenvalues often requires

iteration and the orthogonality condition has its unique

features. To illustrate the solution method, consider-

ation is given to the case when temperature is known

over the x ¼ a surface. Then, only minor modifications
can produce solutions to problems with other boundary

conditions. When using Eqs. (3a) and (3b), one can set

Y 00
1 =Y1 ¼ �c2 ð16aÞ

Y 00
2 =Y2 ¼ �g2 ð16bÞ

Z 00
1=Z1 ¼ Z 00

2=Z2 ¼ �m2 ð16cÞ

and

X 00
1 =X1 ¼ X 00

2 =X2 ¼ b2 ð16dÞ

After substitution, this yields the relations

c2 ¼ k1x
k1y

b2 � k1z
k1y

m2 ¼ r21b
2 � s21m

2 ð17aÞ

g2 ¼ k2x
k2y

b2 � k2z
k2y

m2 ¼ r22b
2 � s22m

2 ð17bÞ

Note that for isotropic materials, r1 ¼ s1 ¼ 1 and r2 ¼
s2 ¼ 1, then c2 ¼ b2 � m2 ¼ g2.
The solutions for Y1 and Y2 are

Y1 ¼ A cosðcyÞ þ B sinðcyÞ ð18aÞ

Y2 ¼ C cosðgyÞ þ D sinðgyÞ
¼ C cos½gðy � bÞ	 þ D sin½gðy � bÞ	 ð18bÞ

and the solution for Z ¼ Z1 ¼ Z2 remains as given in Eq.
(4d). The solutions for X ¼ X1 ¼ X2 is

X ¼ E coshðbxÞ þ F sinhðbxÞ ð19Þ

The coefficients A and B for each of the boundary con-
ditions of the first, second and third kind at y ¼ 0 are
listed in Table 2. The coefficients C and D that satisfy the
compatibility conditions at y ¼ b are also listed in Table
2. Moreover, the boundary condition at y ¼ c, provides
the eigenconditions as described in the transient solution

[6]. Table 3 lists the eigenconditions for nine different

combinations of the boundary conditions at y ¼ 0 and
y ¼ c.
As a prelude to the computation of temperature, the

calculation of eigenvalues for the y-direction is the major
task. The computation of eigenvalues follows a similar

procedure as described for the transient problems by

Haji-Sheikh and Beck [6], except, c and g are now re-
lated to each other differently (see Eqs. (17a) and (17b)).

A sample of a numerical scheme to compute the eigen-

values is given in Ref. [6]. According to Eqs. (17a) and

(17b), it is possible to have s21m
2 > r21b

2 or s22m
2 > r22b

2,

thereby making c or g imaginary. Following the com-
putation of eigenvalues from an appropriate transcen-

dental equation in Table 3, the temperature solutions

in Regions 1 and 2 are given by a relation similar to

Eqs. (10a) and (10b); however, the eigenfunctions are

different,

T1ðx; y; zÞ ¼
X1
p¼1

X1
n¼1

AnpXnpðbnpxÞZnðmnzÞY1;npðcnpyÞ ð20aÞ
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T2ðx; y; zÞ ¼
X1
p¼1

X1
n¼1

AnpXnpðbnpxÞZnðmnzÞY2;npðgnpyÞ

ð20bÞ

According to Eqs. (17)–(20), for each eigenvalue in the z-
direction, there are two sets of eigenvalues: ðmn; cnpÞ in
Regions 1 and ðmn; gnpÞ in Region 2. The corresponding
eigenfunctions for the y-direction are Y1;npðcnpyÞ in Re-
gion 1 and Y2;npðgnpyÞ in Region 2. These eigenvalues
provide bnp Eqs. (17a) and (17b) and the function

XnpðbnpxÞ for the x-directions. Next, the coefficient Amn is
obtained using a nonhomogeneous boundary condition,

e.g., T ¼ T1ða; y0; z0Þ at x ¼ a. To utilize the boundary
condition in subsequent computations, it is necessary

to identify a required orthogonality condition. The

derivation of the orthogonality condition peculiar to this

steady-state solution is relatively extensive hence it is

described separately, see Appendix A. To elucidate the

algebraic steps leading to a solution, it is assumed that

the temperature is prescribed over the x ¼ a surface.
Then, the value of Anp for inclusion in Eqs. (20a) and
(20b) is obtained using the orthogonality condition, Eq.

(A.8), as

Anp ¼
1

Ny;npNz;n

1

XnpðbnpaÞ

�
Z d

z¼0

Z b

y¼0
k1xT1ða; y0; z0ÞY1;npðcnpy0Þdy0




þ
Z c

y¼b
k2xT2ða; y0; z0ÞY2;npðgnpy0Þdy0

�
Znðmnz0Þdz0

ð21Þ

Note that this orthogonality condition in Eq. (A.8) (in

Appendix A) contains the thermal conductivity values as

a weighting function and leads the following definitions

of the norms

Table 2

Solution coefficient with contact resistance for Y1 ¼ A cosðcyÞ þ B sinðcyÞ and Y2 ¼ C cos½gðy � bÞ	 þ D sin½gðy � bÞ	
Case [9] A B C D

Y 1J a 0 1 sinðcbÞ þ k1yRc cosðcbÞ ðc=gÞðk1y=k2yÞ cosðcbÞ
Y 2J 1 0 cosðcbÞ � k1yRc sinðcbÞ �ðc=gÞðk1y=k2yÞ sinðcbÞ
Y 3J 1 h1=k1yc cosðcbÞ þ h1=ðk1ycÞ sinðcbÞ

þ k1yRc½ðh1=k1ycÞ cosðcbÞ � sinðcbÞ	
ðk1y=k2yÞðc=gÞ½ðh1=k1ycÞ cosðcbÞ
� sinðcbÞ	

a J stands for a boundary condition of the first, second, or third kind at y ¼ c.

Table 3

Eigenconditions for Y 11, Y 12, Y 13, Y 21, Y 22, Y 23, Y 31, Y 32, and Y 33 cases

Y 11
cotðgÞ ¼ � c� b

b

� 
c
g

� 
k1y
k2y

� 
cotðcÞ

1þ Rbc cotðcÞ

Y 12 tanðgÞ ¼ c� b
b

� 
c
g

� 
k1y
k2y

� 
cotðcÞ

1þ Rbc cotðcÞ

Y 13
g tanðgÞ � Bi2

ðBi2 � Rcg2Þ tanðgÞ þ gð1þ RcBi2Þ
¼ c� b

b

� 
c
g

� 
k1y
k2y

� 
cotðcÞ

Y 21 cotðgÞ ¼ c� b
b

� 
c
g

� 
k1y
k2y

� 
tanðcÞ

1� Rbc tanðcÞ

Y 22 tanðgÞ ¼ � c� b
b

� 
c
g

� 
k1y
k2y

� 
tanðcÞ

1� Rbc tanðcÞ

Y 23
g tanðgÞ � Bi2

ðBi2 � Rcg2Þ tanðgÞ þ gð1þ RcBi2Þ
¼ � c� b

b

� 
c
g

� 
k1y
k2y

� 
tanðcÞ

Y 31 cotðgÞ ¼ c� b
b

� 
c
g

� 
k1y
k2y

� 
c tanðcÞ � Bi1

ðBi1 � Rbc2Þ tanðcÞ þ cð1þ RbBi1Þ

Y 32 tan g ¼ � c� b
b

� 
c
g

� 
k1y
k2y

� 
c tanðcÞ � Bi1

ðBi1 � Rbc2Þ tanðcÞ þ cð1þ RbBi1Þ

Y 33
g tanðgÞ � Bi2
Bi2 tanðgÞ þ g

¼ � c� b
b

� 
c
g

� 
k1y
k2y

� 
c tanðcÞ � Bi1

ðBi1 � Rbc2Þ tanðcÞ þ cð1þ RbBi1Þ

The parameters c and g are related by the relations c2 ¼ r21b
2 � s21m

2 and g2 ¼ r22b
2 � s22m

2.

Notations: c ¼ cb, g ¼ gðc� bÞ, Bi1 ¼ h1b=k1y , Bi2 ¼ h2ðc� bÞ=k2y , Rb ¼ Rk1y=b, Rc ¼ Rk2y=ðc� bÞ, and R is defined so that

ðT1 � T2Þjy¼b=R ¼ �k1y :ðoT=oyÞjy¼b.
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Ny;np ¼
Z b

y¼0
k1x½Y1;npðcnpyÞ	

2
dy

þ
Z c

y¼b
k2x½Y2;npðgnpyÞ	

2
dy ð22aÞ

Nz;n ¼
Z d

z¼0
½ZnðmnzÞ	2 dz ð22bÞ

When a homogeneous boundary condition is located

over the z ¼ d surface, the solution is similar to the above
with a minor modification of Eqs. (20)–(22); that is,

T1ðx; y; zÞ ¼
X1
p¼1

X1
m¼1

AmpZmpðmmpzÞXmðbmxÞY1;mpðcmpyÞ

ð23aÞ

T2ðx; y; zÞ ¼
X1
p¼1

X1
m¼1

AmpZmpðmmpzÞXmðbmxÞY2;mpðgmpyÞ

ð23bÞ

After some modification, Eq. (21) yields the coefficient

Amp as

Amp ¼
1

Ny;mpNx;m

1

ZmpðmmpdÞ

�
Z a

x¼0

Z b

y¼0
k1zT1ðx0; y0; dÞY1;mpðcmpy 0Þdy0




þ
Z c

y¼b
k2zT2ðx0; y0; dÞY2;mpðgmpy0Þdy0

�
Xmðbmx0Þdx0

ð24Þ

wherein the norms for the y- and x-directions, after a
minor modification, are

Ny;mp ¼
Z b

y¼0
k1z½Y1;mpðcmpyÞ	

2
dy

þ
Z c

y¼b
k2z½Y2;mpðgmpyÞ	

2
dy ð25aÞ

Nx;m ¼
Z a

x¼0
½XmðbmxÞ	

2
dx; ð25bÞ

At this point, it is appropriate to evaluate this method-

ology through a numerical example.

3. Numerical studies

Two numerical examples are selected in order to

demonstrate the mathematical steps and provide a

measure of the numerical accuracy. These examples are

chosen because the heat flux distributions can be dis-

continuous at the interface; consequently, these are

particularly challenging cases.

Example 1. Consideration is given to a case where the

solid depicted in Fig. 1 has insulating walls at y ¼ 0,
y ¼ c, z ¼ 0, and z ¼ d while the surface at x ¼ 0 is kept

at temperature T1 ¼ T2 ¼ 0 and there is a prescribed heat
flux over the x ¼ a surface. Therefore, Eq. (21) for in-
clusion in Eqs. (20a) and (20b) needs to be modified.

Table 2 provides the eigenfunctions for the y-direction
and Eq. (4d) provides the eigenfunction in the z-direc-
tion; that is, ZnðmnzÞ ¼ cosðmnzÞ with mn ¼ np=d and

n ¼ 0; 1; 2; . . . ;1. A solution, described by Eq. (19),

that satisfies the homogeneous boundary condition at

x ¼ 0 is XnpðbnpxÞ ¼ sinhðbnpxÞ in which bnp relates to n
and cnp in Region 1 and n and gnp in Region 2. Eqs. (20a)
and (20b) provide the temperature solution, in Region 1

or 2, following appropriate substitutions as

T1ðx; y; zÞ ¼
X1
p¼1

X1
n¼0

Anp sinhðbnpxÞ cosðnpz=dÞ

� cosðcnpyÞ ð26aÞ

T2ðx; y; zÞ ¼
X1
p¼1

X1
n¼1

Anp sinhðbnpxÞ cosðnpz=dÞ

� fCnp cos½gnpðy � bÞ	 þ Dnp sin½gnpðy � bÞ	g
ð26bÞ

The function Y2;np is the entry Y 2J in Table 2 that con-
tains the coefficients

Cnp ¼ cosðcnpbÞ � k1yRcnp sinðcnpbÞ ð27aÞ

Dnp ¼ �ðcnp=gnpÞðk1y=k2yÞ sinðcnpbÞ ð27bÞ

The nonhomogeneous boundary condition at x ¼ a is

qiða; y0; z0Þ ¼ �kix
oTi
ox

����
x¼a
for i ¼ 1 or 2

that produces

q1ðx; y; zÞ ¼ �
X1
p¼1

X1
n¼0

Anpk1xbnp coshðbnpxÞ cosðnpz=dÞ

� cosðcnpyÞ

q2ðx; y; zÞ ¼ �
X1
p¼1

X1
n¼1

Anpk2xbnp coshðbnpxÞ cosðnpz=dÞ

� fCnp cos½gnpðy � bÞ	 þ Dnp sin½gnpðy � bÞ	g

For a numerical study, consider the problem in which

q1 ¼ q2 ¼ q0 ¼ constant, d=a ¼ 1, b=a ¼ 1=4, and c=a ¼
1=2. The coefficient Anp is obtainable using the ortho-
gonality condition in Eq. (A.8); that yields,

Anp ¼
1

Ny;npNz;n

�1
bnp coshðbnpaÞ

�
Z d

z¼0

Z b

y¼0
q1 cosðcnpyÞdy




þ
Z c

y¼b
q2fCnp cos½gnpðy � bÞ	

þ Dnp sin½gnpðy � bÞ	gdy
�
cosðnpz=dÞdz ð28Þ
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wherein

Ny;np ¼
Z b

y¼0
k1x½cosðcnpyÞ	

2
dy

þ
Z c

y¼b
k2xfCnp cos½gnpðy � bÞ	

þ Dnp sin½gnpðy � bÞ	g2 dy ð29Þ

and

Nz;n ¼
Z d

z¼0
½cosðnpz=dÞ	2 dz ¼ d when n ¼ 0

d=2 when n > 0

�
ð30Þ

Since q1 ¼ q2 ¼ q0 ¼ constant is independent of z, then
the coefficient Anp ¼ 0 when n > 0 because of the fol-
lowing term in Eq. (28)Z d

z¼0
cosðnpz=dÞdz ¼

d when n ¼ 0
sinðnpÞ
np=d ¼ 0 when n > 0

�
ð31Þ

and the problem becomes two-dimensional. Accord-

ingly, the coefficients in Eqs. (28) and (29), when cnp > 0
and gnp > 0, reduce to

Anp ¼
�q0

Ny;npbnp coshðbnpaÞ

�
sinðcnpbÞ

cnp

(
þ Cnp

sin½gnpðc� bÞ	
gnp

þ Dnp
1� cos½gnpðc� bÞ	

gnp

)
ð32Þ

and when cnp > 0 and gnp > 0,

Ny;np ¼ k1x
b
2

"
þ 1

4cnp
sinð2cnpbÞ

#
þ k2x

1

2
ðC2np

�
þ D

2

npÞ

� ðc� bÞ þ 1

2gnp
CnpDnpf1� cos½2gnpðc� bÞ	g

þ 1

4gnp
ðC2np � D

2

npÞ sin½2gnpðc� bÞ	
�

ð33Þ

while the coefficient Cnp and Dnp are in Eqs. (27a) and

(27b).

The eigenvalues for the y-direction are found from
Table 3 using the entry Y 22. The solution presented here
is equally valid for orthotropic bodies, as the ortho-

tropic effects should be considered when computing the

eigenvalues and when using the boundary condition of

the second kind or third kind. In this numerical example,

consideration is given to a special case when b ¼ c� b
and materials are isotropic. This condition leads to some

simplification, that is, c ¼ g and tanðcÞ ¼ tanðgÞ. Ac-
cording to the Y 22 eigencondition in Table 3, there are
two sets of eigenvalues. The members of both sets are

the roots of equation

½1� Rbcb tanðcpÞ	 tanðcpÞ ¼ � k1
k2
tanðcpÞ ð34Þ

which yields the two conditions of

cp tanðcpÞ ¼
1

Rb

k1 þ k2
k2

for p ¼ 1; 2; 3; . . . ð35aÞ

cosðcpÞ ¼ 0 for p ¼ 1; 2; 3; . . . ð35bÞ

The eigencondition given by Eq. (35a) is the same as for

the X23 (or X32) [9] case.From Eqs. (35a) and (35b)

which imply b ¼ cb, isotropic materials and Rb ¼ 0, the
first set of eigenvalues is

cp ¼ ð2p � 1Þp=2 for p ¼ 1; 2; 3; . . . ð36Þ

The second set of eigenvalues is

cp ¼ ðp � 1Þp; p ¼ 1; 2; 3; . . . ð37Þ

Therefore, in this example there are two sets of eigen-

values to be incorporated in the temperature solution;

recall for this example that, c ¼ g ¼ b.
Because of the integral in Eq. (31), only the term

p ¼ 1 from the second set contributes to the solution;

therefore, after replacing Anp by Ap and as cp ! 0, the

value of Ap sinhðcpxÞ becomes

lim
p!1

½sinhðcpx=bÞAp	 ¼ lim
cp!0

sinhðcpx=bÞ
cp=b

" #
�q0
Ny;1

sinðcpbÞ
cp=b

(

þ Cnp
sin½cpðc� bÞ=b	

cp=b

þ Dnp
1� cos½cpðc� bÞ=b	

cp=b

)

¼ �q0x
Ny;1

½bþ Cpðc� bÞ	

¼ �2q0bx
Ny;1

ð38Þ

In this limiting quantity, c� b ¼ b and for the second set
of eigenvalues given by Eq. (37), when p ¼ 1, cp ¼ 0
and using Eqs. (27a) and (27b), one gets Cnp ¼ Cp ¼
cosðcpÞ ¼ 1 and Dnp ¼ Dp ¼ 0. For the first set of ei-
genvalues given by Eq. (36), Ap is

Ap ¼
�q0b2

Ny;pcp coshðcpa=bÞ

�
sinðcpÞ

cp

(
þ Cp

sin½cpðc� bÞ=b	
cp

þ Dp
1� cos½cpðc� bÞ=b	

cp

)
ð39Þ

Moreover, the coefficients for the first set of eigenvalues,

using cosðcpÞ ¼ 0 and R ¼ 0, reduce to

Cnp ¼ Cp ¼ 0 ð40aÞ

Dnp ¼ Dp ¼ �ðk1=k2Þ sinðcnpbÞ ð40bÞ
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For ðc� bÞ ¼ b, following substitution for Cnp and Dnp

from Eqs. (40a) and (40b) in Eq. (32), one obtains

Ap ¼
�q0b2

Ny;pcp coshðcpa=bÞ
sinðcpÞ

cp
½1� ðk1=k2Þ sinðcpÞ	

ð41Þ
Eq. (29), following integration and substitution of Cnp

and Dnp, yields the y-direction norms for the second set
of eigenvalues as Ny;p ¼ bðk1 þ k2Þ when p¼ 1 and

Ny;p ¼ k1
b
2
þ k2

b
2

"
þ b
4cp

sinð2cpÞ
#

ð42Þ

when p > 1. Since the sine term in the above Eq. (42)

vanishes for all values of p > 1, then

Ny;p ¼
bðk1 þ k2Þ; when p ¼ 1
b
2
ðk1 þ k2Þ; when p > 1

�
ð43Þ

For the first set of eigenvalues, when c� b ¼ b and
R ¼ 0, the norm for the y-direction reduces to

Ny;p ¼
bk1
2

½1þ ðk1=k2Þ	 ð44Þ

From the above equations the temperatures in Regions 1

and 2 for the special case of b ¼ cb and for isotropic
materials in perfect contact, R ¼ 0, the temperatures are

T1ðx; yÞ ¼
�2q0b
k1 þ k2

x
b

(
þ k2

k1

�
� 1


�
X1
p¼1

sinðcpÞ cosðcpy=bÞ sinhðcpx=bÞ
ðcpÞ

2
coshðcpa=bÞ

" #)

ð45Þ

T2ðx; yÞ ¼
�2q0b
k1 þ k2

x
b

(
� k2

k1

�
� 1


�
X1
p¼1

k1 sin½cpðy � bÞ=b	 sinhðcpx=bÞ
k2ðcpÞ

2
coshðcpa=bÞ

" #)

ð46Þ

where, in Eq. (46), the quantity sin½cpðy � bÞ=b	 reduces
to sinðcpÞ cosðcpy=bÞ using the eigenvalues given by Eq.
(36). Then Eq. (46) becomes

T2ðx; yÞ ¼
�2q0b
k1 þ k2

x
b

(
� 1

�
� k1
k2



�
X1
p¼1

ð�1Þp cosðcpy=bÞ sinhðcpx=bÞ
ðcpÞ

2
coshðcpa=bÞ

" #)

ð47Þ

The negative sign in front of Eqs. (45) and (46) implies

that positive heat flux flows in the direction of the x-axis;
that is, positive if leaving and negative if entering

this body at x ¼ a. Furthermore, for this special case,
the temperature over the y ¼ b surface changes linearly
with x.

Using the eigenvalues given by Eq. (36) and the

transformed y variable of y0 ¼ y � b, the temperature
distribution given by Eqs. (45) and (46) can be written as

T ðx; y0Þ
q0a=½ðk1 þ k2Þ=2	

¼ �

x
a
� k2 � k1

k1

b
a
Ss

x
a
;
y0

b
;
a
b

� 
; �b6 y0 6 0

x
a
� k2 � k1

k2

b
a
Ss

x
a
;
y0

b
;
a
b

� 
; 06 y 0 6 b

8>>><
>>>:

ð48aÞ

where

Ss
x
a
;
y0

b
;
a
b

� 
¼
X1
p¼1

sinðcpy0=bÞ
ðcpÞ

2

sinhðcpx=bÞ
coshðcpa=bÞ

" #

¼
X1
p¼1

sinðcpy0=bÞ
ðcpÞ

2

e�cpða�xÞ=b � e�cpðaþxÞ=b

1þ e�2cpa=b


 �

ð48bÞ

and T stands for T1 or T2. The notation Ss has a subscript
s to denote the presence of the sinh function in the nu-
merator. Notice that Ss is equal to zero at x ¼ 0 and also
at y0 ¼ 0; that is,

Ss 0;
y0

b
;
a
b

� 
¼ 0 and Ss

x
a
; 0;

a
b

� �
¼ 0 ð49aÞ

The first of these relations describes the imposed

boundary condition at x ¼ 0. The second one shows that
the temperature distribution is linear in x and it is given
by

T ðx; 0Þ
q0a=½ðk1 þ k2Þ=2	

¼ � x
a

ð49bÞ

Another important observation is that

Ss
x
a
;

�
� y0

b
;
a
b


¼ �Ss

x
a
;
y0

b
;
a
b

� 
ð49cÞ

This relationship permits ready evaluation of the Ss
function for negative values of y0. Hence, the Ss function
need be plotted only for positive arguments. Further-

more, Ss describes the anti-symmetric component within
the temperature distribution about y0 ¼ 0.
The exponential form of Ss (see Eq. (48b)) can be

used to determine the required number of terms in the

series, provided x 6¼ a. The largest and most important
of the exponential terms is exp½�cpða� xÞ=b	 which is
less than 10�5 if

ðcpÞmax
a� x
b

¼ 2ðpmax � 1Þ
p
2

a� x
b

< 11:5 ð50aÞ

and thus

pmax � 3:66
b

a� x
þ 1
2
¼ 3:66 b=a

1� x=a
þ 1
2

ð50bÞ
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For the exponential term less than 10�10, the coefficient

3.66 is doubled to about 7.33. Notice as x approaches a,
the number of terms increases dramatically. However,

for x ¼ 0:95a and b ¼ a=4, the maximum number of

terms in Ss to have an error less than about one part in
10�10 is 19. Actually fewer terms would be necessary but

this is a convenient equation to use. At x ¼ a, an infinite
number of terms would be required using the above

equation.

Since this location is an important one, an alternative

solution is given. For this special case, the transforma-

tions

T1ðx; yÞ ¼ �q0x=k1 þ h1ðx; yÞ ð51aÞ

T2ðx; yÞ ¼ �q0x=k2 þ h2ðx; yÞ ð51bÞ

shift the nonhomogeneous boundary condition from

x ¼ a to y ¼ b, thereby providing accurate solutions in
both layers along the x ¼ a surface. Using the above
transformations, which is beyond the scope of this pre-

sentation, the analogous solution is

T ðx; y 0Þ
q0a=k1

¼ �

x
a
� k2 � k1
k1 þ k2

ScR
x
a
;
y0

b
;
a
b
;Rþ

� 
; �b6 y0 6 0

k1
k2

x
a
þ k2 � k1
k1 þ k2

ScR
x
a
;
y 0

b
;
a
b
;Rþ

� 
 �
; 06 y 0 6 b

8>>><
>>>:

ð52Þ
where

ScR
x
a
;
y 0

b
;
b
a
;Rþ

� 

¼ 2
X1
p¼1

ð�1Þpþ1 sinðcpx=aÞ cosh½ðcpb=aÞð1� jy 0j=bÞ	
ðcpÞ

2½cpRþ sinhðcpb=aÞ þ coshðcpb=aÞ	

¼ 2
X1
p¼1

ð�1Þpþ1 sinðcpx=aÞ½e�cpðb=aÞjy0 j=b þ e�cpðb=aÞð2�jy0 j=bÞ	
ðcpÞ

2½cpRþð1� e�2cpb=aÞ þ 1þ e�2cpðb=aÞ	
ð53aÞ

and

Rþ ¼ k2
k1 þ k2

Rk1
a

ð53bÞ

In general, the solution converges quickly for jy0j=a not
being very small and it is the worst for jy0j=a ¼ 0. In
particular, it converges very well at x ¼ 0, except when y0
approaches zero. The maximum number of terms in the

series is found in an analogous manner as Eq. (50b) and

is

pmax � 3:66
a
b

b
y0

����
����þ 12 ¼ 3:66 1

ðb=aÞðjy0j=bÞ þ
1

2
ð54Þ

If a=b ¼ 4 and y0 ¼ b=20, pmax � 293 which is not a
large number for a single summation. In contrast, if

a=b ¼ 0:25 and y0 ¼ b=20, pmax � 18. The convergence
characteristics of Eqs. (48b) and (53a) are quite different

but they are complementary. This is demonstrated in

Fig. 2 where the maximum number of terms pmax for Ss
and Sc functions, at different values of b=a, is plotted as a
function of x=a in Eq. (50b) and as a function of y0=b in
Eq. (54). The convergence of Ss rapidly improves away
from x=a ¼ 1 and Sc away from y0=b ¼ 0. In general Ss is
better for small b=a values and Sc is better for large b=a
values.

Since ScR appears in both materials in the solution, it
is instructive to examine it. First consider the case of

perfect contact. Then ScR becomes (denoted now Sc)

Sc
x
a
;
y0

b
;
b
a

� 

¼ 2
X1
p¼1

ð�1Þpþ1 sinðcpx=aÞ cosh½ðcpb=aÞð1� jy0j=bÞ	
ðcpÞ

2
coshðcpb=aÞ	

¼ 2
X1
p¼1

ð�1Þpþ1 sinðcpx=aÞ½e�cpðb=aÞjy0 j=b þ e�cpðb=aÞð2�jy0 j=bÞ	
ðcpÞ

2½1þ e�2cpðb=aÞ	
ð55Þ

Again the most slowly convergent location is at y 0 ¼ 0;
fortunately as shown below, that location has a simple

algebraic expression.

Now, one can write two different expressions for the

case of zero interface resistance. Equating Eqs. (48a) and

(52) with ScR replaced by Sc for the region of 0 < y0 < b
gives

Fig. 2. Maximum number of terms, pmax, for Ss and Sc as
functions of x=a in Eq. (50b) or y 0=b in Eq. (54).
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� 2

k1 þ k2

x
a



� k2 � k1

k1

b
a
Ss

x
a
;
y0

b
;
a
b

� �

¼ � 1

k2

x
a



� k2 � k1
k1 þ k2

Sc
x
a
;
y0

b
;
b
a

� �
ð56Þ

Solving for Sc gives

Sc
x
a
;
y0

b
;
b
a

� 
¼ x
a
� 2 b

a
Ss

x
a
;
y0

b
;
b
a

� 
ð57Þ

Using the second equation from Eq. (49a) in Eq (57)

gives the simple algebraic expression (at the difficult

location for Eq. (55) at y0 ¼ 0) of

Sc
x
a
; 0;

b
a

� 
¼ x
a

ð58Þ

Eqs. (52) and (53) provide an alternative method of

obtaining accurate temperature values along x ¼ a.
For a numerical study, when b=a ¼ 1=4, c=a ¼ 1=2,

and k2=k1 ¼ 2, Fig. 3a shows the variation of dimen-
sionless temperature k1T ðx; yÞ=ðaq0Þ as a function of x
and y. The data clearly show the temperature variation
that is linear along y ¼ b and becomes nearly linear for
all values of y when ða� xÞ=a becomes larger than b=a.
The heat flux component in the x-direction qx=q0, Fig.
3b, and the component in the y-direction, qy=q0, Fig. 3c,
attest to this trend. Fig. 3c clearly shows that qy=q0
assumes a near zero value when ða� xÞ=a > b=a. In
addition, Fig. 3b demonstrates that the heat flux com-

ponent qx=q0 suffers a singularity at y ¼ b as x ap-
proaches a. Also, qy=q0 goes to infinity when x ¼ a and
y ¼ b as shown in Fig. 3c.
Fig. 4 compares solutions provided by Eqs. (48a) and

(52). The solid lines in Fig. 4a indicate the temperature

values computed using Eq. (48a) and the dash lines with

circular symbols are those using Eq. (52). Both solutions

yield accurate results within the limitations demon-

strated in Fig. 2. The circular symbols over a solid line

imply that the dash line is hidden beneath the solid line.

The computed values of qx=q0 are in Fig. 3b. They ex-
hibit a unique feature, that is, a constant heat flux of

qx=q0 ¼ 2=3 in layer 1 and qx=q0 ¼ 4=3 in layer 2, when
y=a ¼ b=a ¼ 0:25 for all values of x, see the first term in
Eq. (47). This feature extends to x ¼ a at which, ac-
cording to the boundary condition, qx=q0 must be equal
to 1 in both layers, indicating an expected singularity.

This singularity is also detectable in the qy=q0 data
plotted in Fig. 3c. Therefore, the computed qx=q0 and
qy=q0, in Fig. 3a and b, for both solutions show the effect
of this singularity in the neighborhood of the intersec-

tion of x ¼ a plane and y ¼ b plane.
The convergence of temperature and flux component

data is well within the guide lines graphically demon-

strated in Fig. 2 except at the heated surface at x ¼ a.
Table 4 is prepared to demonstrate the rate of conver-

gence of temperature at x ¼ a as the number of eigen-

values increases. The data assume perfect contact,

R ¼ 0, and they show the convergence of the Fourier

series solution in Eq. (48a), without the contribution of

the exponentially decaying term, is relatively slow as the

number of terms increases. For comparison, the tem-

perature is also computed using Eq. (52) and it exhibits

excellent convergence away from the y ¼ b plane. A
comparison over a broader range of variables shows that

these two solutions are nearly identical (see Fig. 4a–c).

In the presence of a contact resistance between layers,

Eq. (35a) provides a set of eigenvalues and they should

be computed numerically. The problem remains two-

dimensional with c ¼ g ¼ b, except every term within

the first and second set of eigenvalues, Eqs. (36) and

(37), contributes to the solution. An extensive numerical

study of the effect of contact resistance between the

layers is in the next example.

Example 2. This example modifies the thermal conduc-

tion model studied in Example 1 in order to study the

effect of contact resistance on the three-dimensional

solution. By allowing the surface at z ¼ 0 to have a
homogeneous boundary condition of the first kind in-

stead of the second kind, the problem becomes three-

dimensional with features similar to those in Example 1.

The eigenfunction that satisfies the homogeneous

boundary condition of the first kind at z ¼ 0 is
ZnðzÞ ¼ sinðmnzÞ
The homogeneous boundary condition of the second

kind at z ¼ d yields the value of mn, that is

mn ¼ ðn� 1=2Þp=d for n ¼ 1; 2; 3; . . .

For homogeneous thermophysical properties in both

layers, Eqs. (17a) and (17b) suggest that c ¼ g and

cnp ¼ cp. In addition, using Eq. (17a) one obtains

bnp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2p � m2n

q
In the presence of contact resistance, the eigenvalues for

the y-direction need to be computed numerically; how-
ever, when R ¼ 0, Eqs. (36) and (37) are equally valid for
this example. According to Eqs. (36) and (37), there are

two sets of eigenvalues that contribute to this solution.

The examination of Eq. (32) reveals that, for the ei-

genvalues given by Eq. (37), the constant Anp vanishes
when p > 1 and c� b ¼ b. Therefore, the temperature
solution in this example is similar to Example 1 with Anp
computed using equation

Anp ¼
1

Ny;pNz;n

�q0
bnp coshðbnpaÞ

Z d

z¼0
sin½ðn� 1=2Þpz=d	dz

�
Z b

y¼0
cosðcpyÞdy



þ
Z c

y¼b
fCp cos½knpðy � bÞ	

þ Dp sin½cpðy � bÞ	gdy
�

ð59Þ
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whereinZ d

z¼0
sin½ðn� 1=2Þpz=d	dz

¼ � cos½ðn� 1=2Þpz=d	
ðn� 1=2Þp=d

����
d

z¼0
¼ d

ðn� 1=2Þp ð60Þ

and Nz;n ¼ d=2. After appropriate substitutions, the so-
lutions in layers 1 and 2 for this highly simplified case are

T1ðx; y; zÞ

¼ 4q0b
k1 þ k2

X1
n¼1

sin½ðn� 1=2Þpz=d	
ðn� 1=2Þp

(
d

bðn� 1=2Þp

� sinh½ðn� 1=2Þpx=d	
cosh½ðn� 1=2Þpa=d	

� 
� k2

k1

�
� 1


�
X1
p¼1

ð�1Þp cosðcpy=bÞ
cpbnp

sinhðbnpx=b
coshðbnpa=bÞ

 !" #)

ð61aÞ

T2ðx; y; zÞ ¼
4q0b
k1 þ k2

X1
n¼1

sin½ðn� 1=2Þpz=d	
ðn� 1=2Þp

(
d

bðn� 1=2Þp

� sinh½ðn� 1=2Þpx=d	
cosh½ðn� 1=2Þpa=d	

� 
� k2

k1

�
� 1


�
X1
p¼1

k1 sinðcpðy � bÞ=bÞ
k2cpbnp

sinhðbnpx=b
coshðbnpa=bÞ

 !" #)

ð61bÞ

where bnp ¼ bnpb.
To include the effect of contact resistance between the

layers, the numerical computation of eigenvalues be-

comes necessary. After selecting the appropriate eigen-

condition from Table 3, the parameters c and g were
replaced by b using Eqs. (7a) and (7b). Then, the loca-
tion of each eigenvalue was determined systematically by

examining the right side and left side asymptotes of the

Fig. 3. Three-dimensional views of dimensionless (a) temperature k1T ðx; yÞ=ðaq0Þ, (b) x-component of heat flux vector qx=q0, and
(c) y-component of heat flux vector qy=q0 as functions of x and y when b=a ¼ 1=4.
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eigencondition entry in Table 3. Each eigenvalue is lo-

cated between two adjacent asymptotes. When there is

no open space between two adjacent asymptotes, that

location is where the eigenvalue is located [6]. Because

each layer is homogeneous, all computed eigenvalues are

real. As an illustration, following the computation of

eigenvalues, temperature and heat flux components were

computed and the results are in the forthcoming para-

graph. A sophisticated numerical procedure [6] is used to

acquire a large number of eigenvalues for the y-direction
whenever necessary.

As in Example 1, there is an apparent singularity

along the interface. Therefore, the following numerical

studies address the variation of temperature and heat

flux along the interface for layers 1 and 2. The solid lines

in Fig. 5a describe the dimensionless interface temper-

ature in layer 1 and the dash lines represent those in

layer 2, both at y ¼ b. For selected values of x, the data
describe the variation of the temperature k1T ðx; yÞ=ðaq0Þ
as a function of the z=a. As expected from the compat-

ibility conditions, in the absence of contact resistance,

the difference between solid lines and dash lines is un-

detectable. Fig. 5b is prepared similar to Fig. 5a except

there is a contact resistance Rb ¼ Rk1=a ¼ 0:1 between
the layers. The data show that the temperature differ-

ence across the contact zone gradually diminishes when

x=a < 0:6. Next, all three components of the heat flux
components are also computed and compared. Fig. 6a

shows qx=q0 at the interface plotted versus z=a. Note that
the data designated by dash lines in Fig. 6a are larger

than the solid lines by a factor of k2=k1 ¼ 2 while this
difference is significantly reduced when there is contact

resistance, see Fig. 6b. The effect of the singularity when

x=a ¼ 1 is evinced in Fig. 6a; however, it diminishes in
the presence of contact resistance in Fig. 6b. In fact,

in the presence of contact resistance, the heat flux data in

Fig. 6b, are relatively well behaved along the x ¼ a
plane. For a perfect contact condition, the heat flux data

in the y-direction qy=q0 are in Fig. 7a. Similar data but in
the presence of contact resistance are in Fig. 7b. Both

sets of data satisfy the compatibility of heat flux at the

interface as they indicate no difference across the con-

tacting surfaces. The data plotted in Fig. 7a show a ra-

pid reduction in heat flux near the heated surface as x=a
decreases whereas in the presence of contact resistance,

Fig. 7b, a gradual reduction of heat flux is detectable. A

comparison of heat flux data, qz=q0, in Fig. 8a when
Rb ¼ 0 with those for Rb ¼ 0:1 in Fig. 8b indicates that

Fig. 4. (a) Dimensionless temperature k1T ðx; yÞ=ðaq0Þ, (b) x-
component dimensionless heat flux qx=q0, and (c) y-component
dimensionless heat flux qy=q0 as functions of y at different x=a
values in Example 1.

Table 4

A comparison of convergence for two different solutions at x/a¼ 1

x=a y=a N -terms Example 1, Eq. (48a) Alternative solution, Eq. (52)

1.0 0.0 10 7.288656763773E)01 7.285378619630E)01
1.0 0.0 50 7.285508343313E)01 7.285373409979E)01
1.0 0.0 100 7.285339646374E)01 7.285373409979E)01
1.0 0.0 500 7.285358645438E)01 7.285373409979E)01
1.0 0.0 1000 7.285356980291E)01 7.285373409979E)01
1.0 0.0 2000 7.285357496316E)01 7.285373409979E)01
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Fig. 5. A comparison of dimensionless temperature k1T ðx; yÞ=
ðaq0Þ at the interface for selected values of x=a: (a) when Rb ¼ 0
and (b) when Rb ¼ 0:1.

Fig. 6. A comparison of dimensionless heat flux qx=q0 at the
interface for selected values of x=a: (a) when Rb ¼ 0 and (b)
when Rb ¼ 0:1.
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Fig. 7. A comparison of dimensionless heat flux qy=q0 at the
interface for selected values of x=a: (a) when Rb ¼ 0 and (b)
when Rb ¼ 0:1.

Fig. 8. A comparison of dimensionless heat flux qz=q0 at the
interface for selected values of x=a: (a) when Rb ¼ 0 and (b)
when Rb ¼ 0:1.
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the effect of contact resistance is small. A small differ-

ence is detectable for large x=a values near z ¼ 0 and, as
expected, both Fig. 8a and b show relatively high heat

flux values in the neighborhood of z ¼ 0.

4. Remarks

The superposition of solutions, each having one

nonhomogeneous boundary condition, is the viable

method of solution. For example, when the solid de-

picted in Fig. 1 has insulating walls at y ¼ 0, y ¼ c,
x ¼ 0, and x ¼ a while the surface at z ¼ 0 is kept at
temperature T1 ¼ T2 ¼ 0 and there is a prescribed heat
flux over z ¼ d, the solution is as given in Example 1 but
with some modifications. Eqs. (26a) and (26b), in Re-

gion 1 or 2, after appropriate modifications, become

T1ðx; y; zÞ ¼
X1
p¼1

X1
m¼0

Amp sinhðmmpzÞ cosðmpx=aÞ

� cosðcmpyÞ ð62aÞ

T2ðx; y; zÞ ¼
X1
p¼1

X1
m¼1

Amp sinhðmmpzÞ cosðmpx=aÞ

� ½Cmp cos½gmpðy � bÞ	 þ Dmp sin½gmpðy � bÞ	
ð62bÞ

The remaining steps are identical to the case described in

Example 1. One can compute temperature using Eqs.

(45) and (46) after replacing x with z and a with d. When
heat flux is prescribed over these two surfaces, the

temperature solution is the sum of these two solutions.

This superposition of solutions may be repeated for

other nonhomogeneous conditions.

A steady-state solution can produce accurate tem-

perature data in a layered material, except at the loca-

tion where boundary conditions are nonhomogeneous.

For an isotropic body, it is a simple task to provide a

remedy for this deficiency. One can define a function T �

that can satisfy the nonhomogeneous boundary condi-

tion at that specific surface whose temperature is sought

and use the relation

T ¼ T � þ h

where h would be the transformed temperature solution.
This makes the boundary, whose temperature is needed,

become homogeneous by altering other conditions. In

many applications, this is a viable method of improving

data accuracy for layered materials at the nonhomoge-

neous boundaries with uniform conditions of the first

and third kind (constant temperature). However, be-

cause of the interface condition, the boundary condi-

tions of the second kind are more demanding, as

illustrated in Example 1.

The mathematical formulations presented in this

paper are equally valid for layers with orthotropic

thermal conductivities. The numerical computation of

eigenfunctions may become demanding if the eigen-

values are imaginary. In this case, a methodology de-

scribed in Ref. [4] may be used.

5. Conclusion

An accurate steady-state solution of a temperature

field in a multi-layer body is an invaluable tool for an-

alyzing heat spreaders in electronic cooling applications.

This includes heat spreaders with orthotropic or iso-

tropic layers. It can serve as an invaluable tool in ana-

lyzing thermal stress in various electronic devices.

An exact steady-state simulation can produce a high

degree of accuracy away from the boundary with a

nonhomogeneous boundary condition. In a three-

dimensional study of transient problems, often a

steady-state solution can reduce the computation time

substantially by transferring the nonhomogeneous

boundary conditions from the transient solution to a

steady-state solution.
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Appendix A. Orthogonality condition

It is necessary to establish an orthogonality condition

for a specific case when there is a nonhomogeneous

boundary condition over, e.g., the x ¼ a surface. A
similar and parallel analysis applies to the case when the

nonhomogeneous boundary condition is located over

the z ¼ d surface. For simplicity of analysis, Eqs. (1a)
and (1b) can be written as

o

ox
kxðyÞ

oT
ox


 �
þ o

oy
kyðyÞ

oT
oy


 �
þ o

oz
kzðyÞ

oT
oz


 �
¼ 0

ðA:1Þ

It is assumed that the materials are orthotropic, Fig. 1,

and the thermal conductivity values are independent of x
and z but they change with y from layer to layer. For a
series solution, the following relation describes the tem-

perature,

T ðx; y; zÞ ¼
X1
m¼1

XmðxÞWmðy; zÞ ðA:2Þ

Accordingly, each member XmðxÞWmðy; zÞ of the set of
solution functionsmust satisfy Eq. (A.1). For two specific
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members XmðxÞWmðy; zÞ and XnðxÞWnðy; zÞ, while assum-
ing X 00

mðxÞ=XmðxÞ ¼ b2m and X 00
n ðxÞ=XnðxÞ ¼ b2n, Eq. (A.1)

can be written as

� b2mkxðyÞWmðy; zÞ ¼
o

oy
kyðyÞ

oWmðy; zÞ
oy


 �

þ kzðyÞ
o2Wmðy; zÞ

oz2
ðA:3Þ

and

� b2nkxðyÞWnðy; zÞ ¼
o

oy
kyðyÞ

oWnðy; zÞ
oy


 �

þ kzðyÞ
o2Wnðy; zÞ

oz2
ðA:4Þ

Multiplying Eq. (A.3) by Wnðy; zÞ and Eq. (A.4) by
Wmðy; zÞ, and then subtracting the resulting equations
following integration of both sides over y from 0 to c
and over z from 0 to d yields the relation

Z d

z¼0

Z c

y¼0
ðb2n � b2mÞkxðyÞWmðy; zÞWnðy; zÞdy dz

¼
Z d

z¼0

Z c

y¼0

o

oy
Wnðy; zÞ kyðyÞ

oWmðy; zÞ
oy


 ��

� Wmðy; zÞ kyðyÞ
oWnðy; zÞ

oy


 ��
dy dz

þ
Z c

y¼0

Z d

z¼0
kzðyÞ

o

oz
Wnðy; zÞ

oWmðy; zÞ
oz




� Wmðy; zÞ
oWnðy; zÞ

oz

�
ðA:5Þ

Both integrals on the right side of Eq. (A.5) vanish for

boundary conditions specified in the text. This equation

is equally valid in the presence of a temperature dis-

continuity at y ¼ b that makes Wnðy; zÞ also discontinu-
ous. The term inside the curly brackets in Eq. (A.5) is

continuous and it has a single value at the interface

where y ¼ b for both layers. For layer 1, using the
compatibility conditions, Eq. (9a), one can write the

following term in Eq. (A.5) as

Wnðy; zÞ kyðyÞ
oWmðy; zÞ

oy


 ��

� Wmðy; zÞ kyðyÞ
oWnðy; zÞ

oy


 ��
layer 1;y¼b

¼ W1;nðb; zÞ½W2;mðb; zÞ � W1;mðb; zÞ	=R� W1;mðb; zÞ
� ½W2;nðb; zÞ � W1;nðb; zÞ	=R

¼ ½W1;nðb; zÞW2;mðb; zÞ � W1;mðb; zÞW2;nðb; zÞ	=R

Here, the subscripts 1 and 2 stand for layers 1 and 2 and

R is the contact resistance. This process can be repeated
for the same term at layer 2 using Eq. (9b) (or Eq. (9a))

to get

Wnðy; zÞ kyðyÞ
oWmðy; zÞ

oy


 ��

� Wmðy; zÞ kyðyÞ
oWnðy; zÞ

oy


 ��
layer 2;y¼b

¼ W2;nðb; zÞ½W2;mðb; zÞ � W1;mðb; zÞ	=R� W2;mðb; zÞ

� ½W2;nðb; zÞ � W1;nðb; zÞ	=R

¼ ½�W2;nðb; zÞW1;mðb; zÞ þ W2;mðb; zÞW1;nðb; zÞ	=R

Since these two value are the same at y ¼ b (at the in-
terface) for both layers; therefore, the term inside the

curly brackets is continuous in the presence of a contact

resistance. Finally, the orthogonality relation becomes,

ðb2n � b2mÞ
Z d

z¼0

Z c

y¼0
kxðyÞWmðy; zÞWnðy; zÞdy dz ¼ 0

ðA:6Þ

and when bn 6¼ bm, thenZ d

z¼0

Z c

y¼0
kxðyÞWmðy; zÞWnðy; zÞdy dz ¼ 0 ðA:7Þ

that can be written asZ d

z¼0

Z b

y¼0
k1xW1;mðy; zÞW1;nðy; zÞdy




þ
Z c

y¼b
k2xW2;mðy; zÞW2;nðy; zÞdy

�
dz ¼ 0 ðA:8Þ

This orthogonality relation includes the thermal con-

ductivities in layers 1 and 2 as the weighting function.

These derivations after minor modifications can be re-

peated when the nonhomogeneous boundary condition

is along the z-direction.
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